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( How Installing the Hyper-V Role Changes Architecture [ ] ( Virtual Machine Snapshots ( J
You can install Hyper-V as a role in Windows Server 2008 R2. It installs all the components of the Hyper-V technology Hyper-V supports three types of virtual networks: private virtual networks, internal virtual networks, and external virtual networks. The virtual network (- PRIV, - - - - - - T With live migration, you can move a running virtual machine from one physical server to another without interruption of service.
. ; . . . ¢ . ’ ’ : Snapshots are read-only, “point-in-time” images of a virtual machine. You can capture the configuration and state of a virtual machine at any point in time, and return the - 2 " . ; : . .
{( including the remote management tools. Hyper-V introduces architectural changes to Windows Server 2008 R2. H ¢ switch forms the center of all Hyper-V virtual networks. It never appears as a physical entity—it is a software representation. | virtur;I machine to that );tafc)e with minimal in%erruption Multiple snapshots can b‘é created delegted and applied to virtual machines Snapsh)z)'?s form parent-child I Live migration requires the Failover Clustering feature to be added and configured on the servers running Hyper-V. {\v\
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/ [ Windows Server 2008 R2 Installation J { Windows Server 2008 R2 with Hyper-V Role u »ﬁ Physical computer: Windows Server 2008 R2 with the Hyper-V role or Microsoft Hyper-V Server 2008 R2 hierarchies with a parent virtual hard disk (VHD) and automatic virtual hard disks (AVHDs). y S e M'grat'on 7 — <" _/
No virtualization components are installed by default. Windows is now running on top of Windows hypervisor! e » . Virtual Ta:h:tgnigizfr’ltty'ijsgﬂes A | Snapshots create point-in- Takel :s"tgﬁsa:‘;;iizz?np'e B| Snapshots also apply to Takfngraanngfvtizgxggﬁle c u - Sy A 2
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; e ) | Windows Server 2008 R2 Wmdqv;/]sHServe\r/2RO(|)8 R2 ' 4 N Vo Management Operating System ) : _ SO g pping 9 b Machine configuration information, configuration settings 1 o Live migration is a new feature in The source and destination computers
' User Application ; Installation with Hyper-V Role ' WMI Provider : ' Windows Server 2008 R2 ( Virtual Machine b You can usc; Vlrtgal Network Manager to conflg;lre b A and the VHD. 6@ (network, memory, etc.). Cc @ Windows Server 2008 R2. are servers running Hyper-V.
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S " VMMS i 1| | management operating system through VMBus. The (multiple virtual machines with associated o ™ = . - - - - - = -" . e > Y :
: i || management operating system receives those requests virtual network adapters) o0 [68] by M & I R d Timeline for running virtual machine o> N .-— a destination computer Memory is allocated to the destination virtual machine.
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! Kernel L‘ " . ; | | physical network devices through the networking stack Applications ; - P S Serv_er § gl??/?r&:r?np:ctﬂ:m:as Sese ¥ Copy of gtra?\?v?eﬁ ggm&'ilt‘e‘;g?gfcuor; J Transfer configuration data across network < /M:cf,'i?,e
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Windows Server 2008 R2 includes a hypervisor-based server virtualization technology that can be installed as a role in b  Using Virtual Network Manager, you can create and manage E: Ei Ei ; 0 TS ([0 T 6 S SRS (15 S ) BT (e O e T \ Network Storage
Windows Server 2008 R2. P \ 4 Virtual Network 2| Hyper-V virtual networks. A fg C D : \ J |
Microsoft Hyper-V Server 2008 R2 is a stand-alone server virtualization product. It includes the Windows hypervisor, the b P Switch : ; e Copy modified memory, -~.\ The live migration process can be cancelled at any M
Windows Server driver model, and virtualization components. ' ' ; ( Snapshot Creation J ( Snapshot Deletion J = register, and device state point before this stage of the migration.
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When the Hyper-V role is added to Windows Server 2008 R2, Windows hypervisor takes control of the physical computer o destination. It connects physical and virtual | : : P A @ snapshot B @ on the Io)cat?lc?n of deleted snapshots relative to the runr?ing g source ¢ ompute?also Transfer register and device state —
and creates partitions. The parent partition becomes a special virtual machine that runs the management operating Pl network adapters. : ' i . y state of the virtual machine. transfers the register and DHH . —
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Windows Server 2008 R2 with Hyper-V role or Microsoft Hyper-V Server 2008 R2 ; < Physical Physical P ! . Snapshot A SnapshotB Network Storage
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Virtual Machine Management ., operating system is installed. | | Integration services are Network % We recommend using at least two physical network adapters on servers running Hyper-V. You should 5 The virtual machine resumes (the 3 [ W merged with its parent %{? storage pass-through HD > [ g8
User Service (VMMS) . . | | available for a variety of E. ,,,,, @ dedicate one adapter to the physical computer and the other adapter to the virtual machines. time lapsed is not perceivable by . i c disks, is transferred to the J H of
J inux distributi : : ) Deleting a snapshot subtree deletes the selected snapshot and destination computer. Source Network Storage Destlnatlon
Mod N s (1 o Linux distributions. end user). | Configuration s . . 4
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Virtual Infrastructure Driver (VID) following device data path: : ( Virtual Machine |  Virtual Machine | { th hot (AVHD tored i HDU 00 guest operating system running state of the virtual machine preserves AVHDs. When i 2 Al
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AN i _ { 1 The virtual machine saved state branch to the shapshot P - lCIuster Shared Volumes are volumes in a fallover cluster ! s'pz:;:me - file system.
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Hyper-V Disk Storage Types [ Hyper-V Architecture with RemoteFX Components (Windows Server 2008 R2 SP1)
Dynamic Memory is implemented in the management operating system using a user-mode virtualization service provider that communicates Dynamic Memory is a new Hyper-V feature in Windows Server 2008 R2 Service Pack 1 (SP1). It enables servers running Hyper-V to dynamically adjust

For data storage, virtual machines use either a virtual hard disk (VHD) or a physical disk that is directly attached to a virtual machine (also known as a “pass-through” Microsoft RemoteFX™ is a LAN-based, server-side rendering graphics feature that delivers a rich user experience to virtual machines. It

B e e e e R e b efhren et it vl bt N —— - : | isk). You can easily configure virtual machines to use either a fixed-size or a dynamically expanding , or to directly access a physical disk. All virtual machines virtualizes and shares the graphics processing uni . RemoteFX is a new feature in Windows Server ervice Pac ]
through the virtual machine bus (VMBus) with a kernel-mode virtualization service client in a virtual machine the amount of mem.ory available to virtual r.nachu.nes in response to changing memory demand disk). Y. I £ tual h t th fixed d VHD d Il ding VHD. or to directl h | disk. All virtual h tual dsh th h t (GPU). R teFX feat Wind S 2008 R2 S Pack 1 (SP1)
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P R aenineiManagement Service % < to,matCh the version on the server running Hyper V. mv \ ] a Startup RAM Memory Buffer Maximum RAM A .vhd file is created on a host volume and exposed as a Controller Controller A differencing VHD is a special type of VHD that Render Capture Compress (RCC) Component Applications '
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i || | virtual machines. It gathers memory pressure and memory weight m removes memory from virtual machines. In addition, it gl Memory weight (sometimes referred to as memory a virtual machine. The a virtual machine compared to physical memory can || using the NTFS file system. There are three types of VHDs: continue to accumulate in the differencing VHD until Graphics processing requests are received from the RemoteFX integrates with RDP, which enables ;
| Whintorniahonfor eachivirtualnachine: Using this information, it o communicates the memory pressure in the virtual machine i | priority) identifies how important memory is to an memory allocated to a the amount of memory actually be allocated to a oM s fixed-size, dynamically expanding, and differencing. it is merged to the parent disk. virtual machine through the virtual GPU driver and shared encryption, authentication, management, :
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i |[| determines when and how memory changes are made and : . . . . - . . ( ) Differencing . i
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A 7 i _ ] : : distributed to them. Virtual Demand * Configured Memory Buffer % A fixed-sized VHD performs slightly S~k Machine (differencing chain). \ i that the client receives only the information (frames) it " acceleration to the guest operating system in the :
Virtual Machine Worker Process ) 7 || g Aedine Mem‘;z:s;::"ﬁémg:’yh;’;i memory to a virtual i | When availgbleI ) Machines better;_hanval_l %Ygamica"léh - ( . ) gan process. 4 SEE o virtual machine.
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§ | ety s use s al) s Bl iy ol elbalisn | memory to be added to the virtual machine. SEERIzeEmory e L el A You can always increase the size of a fixed-size VHD using directly attached to a virtual machine. In addition, disk - J \ <
E service client running in the virtual machine to perform memory e R e (ot U s ' distribution and S f Hyper-V Manager or by running a Windows PowerShell script. storage can be configured as a storage area network [ VMBus ] :
Q : operations. It receives memory pressure metrics from the : i | performance across U | ( ol - (SAN) LUN attached to a virtual machine. These disks : S
\ ] virtualization service client and forwards them to the memory Dynamic Memory removes memory from a i | the virtual machines. Server Virtual Machine 1L i Iso k “ -th h” disk : \
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: alancetr. Wh i i izati g When you configure a high memory weight, you assign ‘ ; o i i i i From the management operating system perspective :
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i | | | There is a Dynamic Memory virtualization service provider for each —=— service client reclaims memory from the virtual| |{ i e T g stored on an NTFS partition that grows the disk is in an offline state, which means direct read | || | | pssssssosssssssscoooossssosooosssssssoosssssooios -~ SRR RN RRRRRRRRRRRARRRRRRRRISS~ 0
|| | corresponding Dynamic Memory virtualization service client. ., machine and returns it to the management : | @ low memory weight, you assign less memoty to a Default 512 MB> Default 2°%> EEISHEE . - N DT > 0 and write access to the disk is not available : | Graphics Processing Unit (GPU) >
' | i’y operating system to increase the memory | Pl e, Memory Memory Maximum 5 SIZS ¥ tlfrfne datta A a(f:k:kmllltbl ol " Machin S e o The physical GPU in the server is virtualized and <
: . - - i i i i f rovi n efficien i i achine ; itual TS 25
: > i aIIocaltlor;’for other&nrtueltll machlr}es. Mﬁmory ! Low Weight ngh ngt SEFIND L) Demand Buffer RAM ‘s)tg;/ellgzs . o ' ESﬁZﬁﬁgﬁ? ((j;(;\aor':dsitrllrg)p\m'i) ; e Aft I?(?St Dz (P T 2 EEET e ,M};msés shared among participating virtual machines. It works X :
' . i Available e Monitoring Dynamic Memory In Hyper-V You can compact a dynamically . ? g:g%?:g':favgﬁag vittagl & Second-Level Address Translation 1 4 i '35 ,,,,,,,,,
: _ _ ' a—— Memory Buffer Y You can monitor Dynamic Memory using the status columns in Hyper-V Manager or expanding VHD, which reduces the i Virtual Storage on g ' - (SLAT)-capable processor. > T — - R
: Dynamic Memory communicates { the performance counters in Windows Server 2008 R2 with SP1. size of the .vhd file by removing Physical Hard Drive K ﬁ —~ . . i RemoteFX Application-specific Integrated Circuit (optional)
: through the VMBus : et Memo ” unused space left behind when data ( : .y \ & Compliance with the Hyper-V ) . .
: . ! Memory Dynamic Memory has two groups of performance counters for o is deleted from the VHD ot e These disks are not limited — | hardware requirements. g qf Compression and encoding can be transferred (from the
: ) | gz i @ T monitoring how memory is allocated to virtual machines: I i - O @ gg to 20401CEIRETS m ~ ol ® Remote Desktop Virtuallzation Host & CPU and GPU) onto a dedicated hardware chip that
:[ ] E ! & ll el " : Hyper-V Dynamic Memory Balancer (management operating system) dyn\j\?scal;yoi?a(;gdmg Server Running Ph : 1 Disk —4_ - role service withpRemoteFX enabled Server Running encodes display data from the REC component.x
Server Running : [ ; ‘ ) i i i i i i = X ysical Dis| SAN Storage ’ NP - AL
Hypory e e e : Irw Server f Machines i Hyper-V Dynamic Memory Virtual Machine (per running virtual machine) oH. 'l Hyper-V N ™ Hyper-V role enabled. Hyper-V

® = [ J = [ J — @ = J[J —3 @ = [ J = 7 = [ J =~ = N[ J = [ J = [ J = [ J = [ J — ®

© 2010 Microsoft Corporation. Microsoft, Active Directory, Hyper-V, Windows, Windows PowerShell, and Windows Server are either registered trademarks or trademarks of Microsoft Corporation in the United States and/or other countries. All rights reserved. Other trademarks or trade names mentioned herein are the property of their respective owners. Author: Martin McClean (Windows Server Information Experience Team) email: virtua@microsoft.com




	Windows Server 2008 R2 Hyper-V Component Architecture RTM COMPLETED SP1 RTM Complete.vsd
	Hyper-V Feature Components Poster SP1


